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Abstract: Prefabrication assembly has been a widely used method in the construction 

industry in recent years. A controlling system for teleoperation of robotic arms in the 

prefabrication assembly with hand gesture recognition based on transfer learning is described 

in this study. A deep convolutional neural network with Xception model was used to 

recognize 13 different hand gesture types in the prefabrication assembly process with robotic 

arm in a laboratory setting. The proposed system provides safety and convenience to 

operators in construction sites. Results demonstrated that the proposed system has 

satisfactory performance and the developed algorithm can be used for teleoperation of robotic 

arms in prefabrication assemblies to provide feasible support for prefabricated construction.  

Keywords: prefabrication assembly; hand gesture recognition; teleoperation; human–
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1. Introduction 

Traditional construction methods are limited by increased production costs and decreased 

supply of labor force [1,2]. The emergence of prefabricated construction has alleviated these 

problems to some extent. Buildings are typically divided into construction components, 

which are a combination of parts and connectors. In the last few decades, assemblies using 

prefabricated components have become increasingly popular in the construction industry. 
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The prefabricated assembly process can be divided into three stages: production, transport 

and construction [3]. Prefabricated components offer faster production, lower cost, and more 

efficient assembly of elements than in situ construction [4]. Replacing in situ concrete casting 

panels with prefabricated elements has reduced construction time and labor cost by 70% and 

43%, respectively [5]. However, as a prerequisite for this construction method is robotic 

automation. Construction site environments are complex and task-intensive, and the ‘division 

of labour’ between human-robot cooperation allows humans and robots to perform tasks 

based on their respective expertise and to take on more responsibilities in the future 

construction industry. Therefore, this paper proposes an automated construction method 

based on human-robot interaction with a robotic arm remotely operating prefabricated 

assemblies. 

Due to the complex and changeable site environment, there are certain requirements for 

the timeliness and accuracy of remote operation. Human-computer interaction, which is 

characterised by two-way exchange of information and incorporates human participation and 

initiative, can effectively regulate remote operation to adapt to the complex site environment. 

Several robotic arm teleoperation methods have been proposed, controlled through virtual 

reality (e.g., data gloves), visual reality, and augmented reality [6,7]. This natural way of 

interaction is used in many other areas. For instance, a robot that can provide human service 

and object delivery was designed to achieve communication between human beings and 

service robots [8]. A real humanoid service robot applying the natural human–robot 

interaction was designed in the last decade [9]. Functioning in the natural way of human–

robot interaction, a cooperative surgical robot system guided by hand gestures and supported 

by AR-based surgical field for robot-assisted percutaneous treatment was proposed [10]. 

Human–machine interaction includes speech, electroencephalogram (EEG) signal, hand 

gesture, face, and eye movement-tracking recognition. However, only some methods can be 

used for prefabrication assembly in construction sites. Given the complexity of the 

construction environment, construction sites are noisy and machines fail to identify the 

complete meaning of the speaker accurately. Speech recognition fails to satisfy requirements 

of prefabrication assembly because the mood of workers can also affect the effectiveness [11]. 

Face recognition, primarily used in service robots, is also unsuitable in construction sites [12]. 

Due to the necessity for workers to wear safety helmets on construction sites to meet relevant 

regulatory requirements, it is not very practical to wear neural-signal EEG devices at the 

construction sites [13]. Similarly, eye movement-tracking recognition is unsuitable because 

of the high complexity of construction sites. Sunlight, rain, noise, and other factors can affect 

the recognition of eye movement tracking [14]. The Hand gesture recognition can effectively 

overcome the shortcomings of the above recognition techniques, and it is more convenient 

for workers to operate. Therefore, Hand gesture recognition was chosen to control the robotic 

arm in this study. 

External devices, such as Kinect or Leap Motion, are commonly used to recognize hand 

gestures [15–17]. Deep learning, on the other hand, has a strong learning ability and good 

adaptability, even surpassing human performance in areas such as image recognition and 

natural language processing [18]. Deep learning algorithms are trained using large datasets, 
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and applying the knowledge learnt from the dataset to gesture recognition can effectively 

reduce the false recognition rate. 

Deep learning has been widely used for speech recognition, image recognition and text 

processing [19,20]. At present, research on hand gestures for teleoperation of robotic arms in 

prefabrication assembly is lacking. However, acquiring tens of millions of images for the 

dataset in the traditional way of deep learning is difficult. Even if the dataset can be filled 

with enough images, the considerable amount of time needed to train the model fails to 

improve efficiency. By comparison, transfer learning, which is widely applied in small 

samples and has been recently used with deep learning architectures, can appropriately solve 

these problems and improve the outcome of problems with limited data [21,22]. Therefore, 

this study proposes the use of transfer learning in the controlling system of teleoperation of 

robotic arms in the prefabrication assembly. This study proposes a transfer learning based 

gesture recognition prefabricated assembly robot arm remote operation control system.  

2. Literature review 

2.1. Teleoperation for prefabrication assembly in the construction industry 

Remote operation can enhance worker safety in extreme and hazardous construction 

environments. Over the years, research has proposed various methods for remotely operating 

construction equipment for excavation, aiming to reduce injury rates and effectively manage 

hazardous on-site tasks [23]. At present, robotic systems have been increasingly used in 

prefabricated construction [24]. Teleoperation has also been widely used in various fields 

and primarily designed for robot assistance or replacement of humans in extreme districts or 

difficult-to-reach places, such as nuclear facilities, low-temperature districts, and disaster 

areas. Several teleoperation methods for prefabrication assembly have been proposed in this 

century. NASA developed a teleoperation method for the controlling system of truss structure 

assembly [25]. ROCCO proposed a robotic system for assembly tasks that controls the 

robotic arm for erecting walls in residential buildings [26]. A European project, FutureHome, 

developed a system called AUTOMOD3 to generate assembly sequences and motion paths 

for robotic arms and build houses automatically with prefabricated components [27]. Several 

automated robot systems were developed by the group of Gramazio Kohler Research at ETH 

Zurich, including a mobile robotic brickwork system [28], to implement the construction 

process in the assembly of building components using a robotic arm. 

Controlling with teleoperation of robotic arms in prefabrication assembly is the trend in 

the construction industry that offers convenience and safety to human operators. Several 

researchers have already proposed this idea by focusing on solving the time-delay issue that 

typically occurs during remote operation. In terms of approaches, the robotic arm can be 

controlled via manual operation, programmed control, AR, visual reality, hand gesture 

control, and voice control [29,30]. Human-centred research to understand and develop 

relevant tele-tele-operation technologies from a human perspective is necessary because tele-

operation requires human-computer interaction and co-operation, and the existing tele-

operation human-computer co-operation level is low. 
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2.2. Human–machine natural interaction for construction 

Human–machine interaction includes speech, EEG signal, hand gesture, face, and eye 

movement-tracking recognition. Different methods are used in various fields. For instance, 

EEG signals can be used to identify resting EEG signals and visual-evoked potential of 

human beings [31–33]. At the same time, face recognition has a broad application prospect 

in public security, credit card verification, medical science, and human–machine interaction 

systems. These technologies can also be used in construction sites. For example, EEG signal 

recognition has been utilized in assessing mental fatigue in workers performing tasks and 

mental workload changes in construction workers during installation tasks [34,35]. Eye 

movement tracking has been used to view patterns of workers, understand their hazard 

recognition performance further, trigger self-reflection, and subsequently improve their 

hazard recognition performance [36]. However, some natural interaction approaches are 

unsuitable for construction sites because of the complex, noisy, and disordered environment. 

Given the different kinds of noises in construction sites, machines can have difficulty in 

recognizing correct directions from the commander with the use of voice control and the 

information transmitted to machines can also be interrupted by noise. Face recognition is 

limited by dynamic facial expressions that can be difficult to recognize, especially in tiny 

changes. EEG signal recognition is neither sufficiently accurate nor realistic because it 

disregards the use of safety helmets requisite in construction sites by requiring the operator 

to wear a head device. Moreover, natural factors, such as sunlight, rain, and noise, can affect 

the result. Hand gesture recognition is the optimal choice under these circumstances. The 

development of gesture recognition has progressed considerably. Using hand gestures to 

control is easy and convenient for anyone with professional knowledge, even those who lack 

relevant experience.  

Hand gesture recognition can be conducted by using wearable devices, such as data 

gloves, and vision-based hand gesture recognition. A data glove is equipped with sensors that 

detect the flex of finger joints and the correlation between various hand positions, and then 

these discrete hand positions are translated into electrical signals represented by 

alphanumeric characters. However, wearable devices are inconvenient to use due to their 

large size, fragility, and high cost. Therefore, this study prefers vision-based hand gesture 

recognition, which has been discussed in some studies. A method for simultaneously 

detecting and tracking multiscale color features using particle filtering with an extension of 

layered sampling, which is referred to as hierarchical layered sampling, was proposed to 

recognize static hand gestures [37]. A method for contactless hand gesture recognition of 

meanings of nine static gestures in a predefined Popular Gesture scenario was put forward 

using Microsoft Kinect for Xbox [38]. A robust part-based hand gesture recognition system 

equipped with a Kinect sensor was used to recognize static hand gestures by addressing noisy 

hand shapes obtained from the Kinect sensor and measuring dissimilarity between 

handshapes [39]. Deep learning can be applied to solve the limitations of this study, such as 

low precision, serious dimensionality, self-occlusions, low processing speed, uncontrolled 

environments, and noise [40]. 
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2.3. Deep learning for hand gesture recognition 

Deep learning is a recent approach of machine learning that involves neural networks with 

more than one hidden layer. Deep learning has been used successfully in many natural-

language processing tasks [17,41,42]. Networks based on deep learning paradigms 

demonstrate more biologically inspired architectures and learning algorithms compared with 

conventional feedforward networks. Deep networks are generally trained in a layer-wise 

fashion and rely on distributed and hierarchical learning of features similar to the human 

visual cortex [43]. These features allow the representation of highly nonlinear functions, the 

discovery of additional interesting features in training data, and improved modeling of 

complex problems.  

Some scholars have investigated deep learning for hand gesture recognition. For 

example, a method that uses deep learning with a dataset of 243,000 tuples of images 

constituted by color, depth, and mask of the hand region was presented [44], and a method 

applying deep learning was proposed to recognize 24 hand gestures [45]. These methods have 

common problems, such as having a large hand gesture dataset, costly algorithm, and 

complex computational burden. A large amount of data is commonly required to train large 

networks when using deep learning. Hence, the performance may not be maximized when 

the available data is limited. However, the study suffers from many challenges and limitations 

in the absence of a large-scale specialized dataset. Although a dataset for optical images is 

large and easy to obtain, data are limited because of laborious processing and organizing. 

Hence, transfer learning is the chosen method in this study. Transfer learning is a research 

problem in machine learning that focuses on storing knowledge gained while solving one 

problem and applying the solution to a different but related problem. Compared with deep 

learning models trained on “big data” image datasets (e.g., ImageNet), transfer learning is 

cost effective and efficient to use by “transfering” their learning ability to new classification 

scenarios rather than training from the beginning [46]. Accuracy can improve by using a large 

dataset for other applications [20], and small datasets are needed to train the network.  

Transfer learning has been investigated in civil engineering for years. For example, a 

DCNN was used to train the big-data ImageNet database, which contains millions of images, 

and that learning was transferred to detect cracks in surfaced pavement images of hot-mix asphalt 

and Portland cement concrete, including a variety of noncrack anomalies and defects [21]. A 

safety guardrail detection model based on a convolutional neural network (CNN) using 

transfer learning was proposed to improve the efficiency in identifying unsafe conditions in 

construction sites and safety performance [46]. Transfer learning, which has rarely been used 

in hand gesture recognition, can solve not only the problem of small datasets but also save 

time and resources. 
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3. Methods 

3.1. Framework 

The framework of the proposed method is illustrated in Figure 1. A certain amount of gestures 

is first defined according to the simulation of the robotic arm while considering the clarity of 

meaning of each gesture in the design of gestures. After the definition of gestures, the 

information is then transferred to the local server, which is responsible for understanding the 

meaning of gestures. Transfer learning is used to solve the problem of lacking image data. 

Hand gestures corresponding to commands are classified into several types, and the 

commands are conveyed in the form of signals to the line receiver of the robotic arm. The 

receiver sends the signal to the computer, and the computer analyzes the signal. The local 

computer converts the data to commands through a program and passes the commands to the 

robotic arm. 

 

Figure 1. Framework of the proposed method. 

3.2. Hand gesture recognition with transfer learning 

3.2.1 Overview of transfer learning 

Transfer learning can be used to train the Xception model [23] with a limited amount of hand 

gesture dataset and realize better recognition results than traditional machine learning with 

the same size of dataset. Figure 2 shows the classification of source and target domain. The 

domain, defined D = {χ, P(X)}, consists of two components, namely, feature space X and 
marginal probability distribution P (X), where X = {x1, x2, x3, …, xn}∈χ. The task, defined 

T ={Y, f(·)}, consists of a label space Y = {y1, y2, y3, …, ym} and an objective predictive 

function f (·), which is not observed but is to be learned by pairs {xi, yi}. Finally, obtaining 

the source domain Ds, target domain Dt, and learning tasks Ts and Tt via transfer learning 

can improve the learning of the target predictive function f (·) in Dt by using the knowledge 
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in Ds and Ts (Ds ≠ Dt or Ts ≠ Tt). Transfer learning uses the labeled source domain data to 

learn the calibration of the target domain data. The task of transfer learning allows the use of 

labeled source domain data to establish a reliable model for predicting data in the target area 

(source and target data have different probability distributions). Maximum mean discrepancy 

(MMD) is used in predicting data to calculate the distance between two domains as follows: 

 MMDሺX, Yሻ ൌ ‖ ଵ

୬
∑ ΘሺX୧ሻ െ

ଵ

୫
∑ ΘሺX୧ሻ‖
୫
୧ୀଵ

୬
୧ୀଵ

ୌ

ଶ
                                         (1) 

where ߆ሺ∙ሻ is the mapping function, X, Y are two different distributions, n, m are the number 

of each distribution, and H is the distance to map the data in Reproducing Kernel Hilbert 

Space (RKHS) by ߆ሺ∙ሻ. 

 

Figure 2. Classification of source and target domains. 

Xception DCNN has been pretrained on ImageNet using general images for hand gesture 

recognition. A pretrained model may not be 100% accurate, but it saves a considerable 

amount of effort required in reinventing the model. Xception is then implemented on Keras 

framework with TensorFlow on the backend. The network in this step is “generalized.” Hand 

gesture images are input to feed the Xception DCNN, and then the network processes the 

dataset according to the defined epoch. The dataset is classified into several categories, and 

Keras will classify them by identifying the subcatalog. The direct training process has 

difficulty in obtaining a satisfactory result. Therefore, a fine-tuning method must be selected 

to optimize the entire Xception model. In summary, hand gesture recognition with the 

transfer learning method can be divided into two parts, namely, feature extractor and fine-

tuned model. 
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3.2.2 Pretrained model of transfer learning 

Given that deep learning is widely used for image recognition, several CNNs, including 

AlexNet, GoogLeNet, VGGNet, and ResNet, have been proposed. Updates of the above-

mentioned off-the-shelf type of networks continued along with the growing depth of network 

layers to solve the problem of increasing the number of parameters while improving the 

performance of neural networks. This process may lead to overfitting and a massive amount 

of computation. Among these networks, the algorithm implemented in this study selected the 

Xception model of GoogLeNet as the network architecture. 

The original model of Xception is the Inception model, which uses different sizes of 

convolutional kernels to observe the input data, including 1 × 1, 3 × 3, and 5 × 5 

convolutions  [23]. Networks expand and calculation times increase while using three kinds 

of kernels. Meanwhile, 1 × 1 convolutions are added into the network because they can 

increase or decrease the network dimension. This change leads to a CNN called Inception 

V1. Although the number of parameters is decreased to some extent, Inception V1 still 

requires a considerable amount of time to calculate. A small size of convolution kernels, such 

as 5 × 5 convolutions with 1 × 1 convolutions, can be used to replace the large size. In this 

way, the depth of the network increases with few parameters (Inception V3). On the basis of 

Inception V3 model, the researchers further improve the model via the method of depthwise 

separable convolution (Figure 3) to take the place of the former convolutions of Inception 

V3 and obtain the Xception module used in this study. 

 

Figure 3. Depthwise seperable convolution. 

Xception was proposed on the basis of depthwise separable convolutional layers under 

an influential hypothesis that determines cross-channel and spatial relations during the 

extraction of features in CNN. The Xception architecture consists of 36 convolutional layers, 

which are structured into 14 modules with linear residual connections around and beside the 

head and tail modules. In each module, the separable convolution layers come after ReLU 

while max-pooling layers reduce the image dimension that was transferred from the 

convolution layers. This extreme version of Inception first uses a 1 × 1 convolution to map 

the cross-channel correlations and then separately maps the spatial correlations of each output 
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channel with the 3 × 3 convolution (Figure 4). Convolution kernels with certain weights 

extract information from the given image in the size of (s, t) and obtain an output of the 

changed image, which is the feature map. The convolution is expressed as follows: 

Pሺs, tሻ ൌ ሺA ∗ Bሻሺs, tሻ ൌ ∑ ∑ Aሺsെ k୪ୀ଴୩ୀ଴ , tെ lሻBሺk, lሻ                          (2) 

where P is the convolution result, which is also the feature map; B is the discrete function of 

the kernel; and A is the discrete function of the convoluted matrix, which is the image. 

Gradient vanishing occurs with the traditional activation functions, such as standard logistics. 

The Xception model uses ReLU to prevent the situation mentioned above. The ReLU is 

expressed as follows: 

																																	ReLUሺݔሻ ൌ maxሺݔ, 0ሻ                                                     (3) 

where x is the value of the element. 

The Xception model adds max-pooling layers in some modules to improve the image 

classification. These layers extract the maximum value in specific squares. A global average 

pooling layer is added at the end of the network to replace the traditional fully connected 

layers. The logistic regression for the output layer uses the following softmax as the 

activation function: 

softmaxሺݔሻ௠ ൌ ௘೘

∑ ௘೙೙
೙సభ

                                                    (4) 

where n is the total number of the elements and m is the order of the specified element. 

Softmax can map the original output into the range (0,1), and these outputs are added up 

to 1, which corresponds to the probability. Several experiments on image classification tasks 

are conducted while training the models, including VGG-16, ResNet-152, and Inception V3, 

on both ImageNet and JFT to verify the performance of Xception. The results showed that 

the Xception architecture demonstrates better training accuracy than other architectures. 

 

Figure 4. Extreme version of Inception. 

3.3. Teleoperation system for the robotic arm 

Figure 5 shows the kinematics model of an ABB IRB 6700-235/2.65 robotic arm. The model 

demonstrated in Figure 5 is based on the standard D–H parametric method, which is 
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represented as the D–H coordinate system. The coordinate system of each arm joint is set up 

on the basis of the coordinate system of axis 1 in Figure 5. D–H parameters of the robotic 

arm are listed in Table 1. 

 

Figure 5. Diagram of the D–H coordinate system of ABB IRB 6700. 

Table 1. D–H parameters of ABB IRB 6700-235/2.65. 

Linkage 
i 

Joint rotation angle 
 (°)/(࢏ࣂ)

Distance 
 mm/(࢏ࢊ)

Length 
 mm/(࢏࢒)

Twist angle 
 (°)/(࢏ࢻ)

1 0 780 320 −90 

2 −90 0 1135 0 

3 0 0 200 −90 

4 180 1182.5 0 −90 

5 0 0 0 90 

6 0 200 0 0 

The parameters listed in Table 1 can be used to describe each joint’s moving position in 
Equation (5). ܤ௜

௜ିଵ  is the space description of a certain joint, ߠ௜ is the rotation angle that the 

bridge between ݔ௡  and ݔ௡ାଵ  moves along the ܼ௡ -axis, ݀௜  is the distance between ݔ௡  and 

 ௜ is the twist angle of the joint. The position of the last axis ofߙ ௡ାଵ along the ܼ௡-axis, andݔ

the robotic arm is expressed as follows: 

 					 ௜ܤ ൌ ܴሺߠ௜ሻܶݏ݊ܽݎሺ݀௜ሻܶݏ݊ܽݎሺ݈௜ሻܴሺߙ௜ሻ
௜ିଵ ൌ ൦

௜ߠݏ݋ܿ െߠ݊݅ݏ௜ܿߙݏ݋௜ ௜ߙݏ݋௜ܿߠ݊݅ݏ ݈௜ܿߠݏ݋௜
௜ߠ݊݅ݏ ௜ߙݏ݋௜ܿߠݏ݋ܿ െܿߠݏ݋௜ߙ݊݅ݏ௜ ݈௜ߠ݊݅ݏ௜
0 ௜ߙ݊݅ݏ ௜ߙݏ݋ܿ ݀௜	
0 0 0 1

൪			   (5) 

																	 ଺ܤ
଴ ൌ ଵܤ

଴ ଶܤ
ଵ ଷܤ

ଶ ସܤ
ଷ ହܤ

ସ ଺ܤ
ହ ൌ ൦

݊௫ ௫݋
݊௬ ௬݋

݀௫ ௫ܲ
݀௬ ௬݌

݊௭ ௭݋
0 0

݀௭ ௭݌
0 1

൪                           (6) 



Smart Constr.  Article 

  11

A diagram of the teleoperation system for robot arm control is illustrated in Figure 6. An 

operator shows a particular gesture that indicates a moving instruction in front of the PC, and 

the image is then captured and saved in JPG form. The prepared program will analyze the 

image and connect it with a predesigned number that maps each specific command. 

Meanwhile, the first part of the prepared program is the deep learning algorithm, which has 

been trained in the PC with many images and obtained satisfactory performance in the hand 

gesture recognition. A piece of code used for converting image recognition results into 

specific numbers is added after the recognition part of the deep learning algorithm. The 

correlation between the predesigned number and robotic arm movements is expressed in 

RAPID language to ensure that the robotic arm understands the meaning of each gesture. The 

number will be sent to the robotic arm in the base of interface protocol. The robotic arm 

receives the number and automatically compares the number to the preset movements and 

moves as requested.  

 

Figure 6. Hand gesture teleoperation system. 

Hand gestures are implemented to control the robotic arm based on the teleoperation 

system. Thirteen types of hand gestures were designed for different movements of the robotic 

arm. The correlation between gestures and commands are listed in Table 2. The table also 

presents the action and core code of each command. Independent Continuous Movement 

(IndCMove) is used to change an axis to the independent mode and allow the axis to move 

continuously at a specific speed. An independent axis moves separately from other axes in 

the robot system. “MecUnit” denotes the mechanical unit. “Speed” is the axis speed in 

degrees/s. “\Ramp” is the deceleration from maximum performance when necessary (1%–

100%, 100% = maximum performance). When IndCMove is executed, the specified axis 

starts to move at the programmed speed. The movement direction is specified as the sign of 

the speed argument. If “\Ramp” is programmed, then a reduction in acceleration/deceleration 

occurs. “Break” is programmed to stop the movement of the robotic arm. 
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Table 2. Correlation between gestures and commands of each action. 

Gesture Command Action Code 

a 
Axis 1: rotate 

clockwise 

 

IndCMove MecUnit,1,Speed 
(positive)[\Ramp] 

b 
Axis 1: rotate 

counterclockwise 

 

IndCMove MecUnit,1,Speed 
(negative)[\Ramp] 

c 
Axis 2: rotate 

clockwise 

 

IndCMove MecUnit,2,Speed 
(positive)[\Ramp] 

d 
Axis 2: rotate 

counterclockwise 

 

IndCMove MecUnit,2,Speed 
(negative)[\Ramp] 

e 
Axis 3: rotate 

clockwise 

 

IndCMove MecUnit,3,Speed 
(positive)[\Ramp] 

f 
Axis 3: rotate 

counterclockwise 

 

IndCMove MecUnit,3,Speed 
(negative)[\Ramp] 

g 
Axis 4: rotate 

clockwise 

 

IndCMove MecUnit,4,Speed 
(positive)[\Ramp] 

h 
Axis 4: rotate 

counterclockwise 

 

IndCMove MecUnit,4,Speed 
(negative)[\Ramp] 

i 
Axis 5: rotate 

clockwise 

 

IndCMove MecUnit,5,Speed 
(positive)[\Ramp] 

j 
Axis 5: rotate 

counterclockwise 

 

IndCMove MecUnit,5,Speed 
(negative)[\Ramp] 

k 
Axis 6: rotate 

clockwise 

 

IndCMove MecUnit,6,Speed 
(positive)[\Ramp] 

l 
Axis 6: rotate 

counterclockwise 

 

IndCMove MecUnit,6,Speed 
(negative)[\Ramp] 

m Stop  Break 
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4. Experiments 

4.1. Experimental setup 

The teleoperation experiment was carried out in the laboratory. An experiment based on the 

robotic arm is implemented to simulate the prefabrication assembly process. The robotic arm 

ABB IRB 6700-235/2.65 with six axes (six degrees of freedom) has a handling capacity and 

wrist torque of 235 kg and 1324 N·m, respectively. The schematic of the operating range is 

illustrated in Figure 7.  

 

Figure 7. Schematic of the operating range of ABB IRB 6700-235/2.65. 

The proposed method was implemented on Python with Intel Xeon CPU E3-1535M v6 

and NVIDIA Quadro P5000. The proposed algorithm can be executed on any PC with Python 

installed. The program on the PC analyzes the hand gesture image on the basis of a transfer 

learning method. A piece of code is used to convert image recognition results into specific 

numbers. The number is then sent to the robotic arm using the interface protocol. The number 

is automatically compared with the preset rules, and the robotic arm moves according to 

the  command. 

4.2. Datasets and preprocessing 

Hand gesture images were used in the training process Xception DCNN. The authors first 

designed 13 types of hand gestures that represent different movements of the robotic arm. 

Three students were then invited to perform the different gestures. The authors recorded 

gestures in several places to eliminate interference factors of the background. A place with 

good lighting is necessary during recording. The photographer attempted to maintain a 

distance of 50 cm from the operator while taking pictures to ensure the similar size of each 

hand gesture in the pictures. 

A total of 2815 images were generated and then classified into 13 documents according 

to the gesture type. Several gesture samples are shown in Figure 8. Although the width of 
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each image is randomly collected, Keras reshaped the input images into 299 × 299 pixels to 

ensure that cropping them to the same size is unnecessary. The dataset is divided into 60% 

training, 20% test, and 20% validation sets to improve accuracy. The number of pictures for 

each hand gesture in the training, test, and validation sets is presented in Table 3. The training 

set is used to fit the existing model, which is the model from ImageNet in this study. Multiple 

models are obtained using the classifier. The model with optimal performance is selected 

among the models after training and testing the training and validation sets with determined 

parameters. The test set is then used to evaluate the performance of the optimal model. 

Designing simple and easily recognized gestures, such as numbers, instead of complicated 

ones, such as the half-open palm, allows the robotic arm to operate precisely. Commands are 

designed on the basis of axial movements of the robotic arm. 

(a) Gesture a (b) Gesture b (c) Gesture c (d) Gesture d (e) Gesture e 

(f) Gesture f (g) Gesture g (h) Gesture h (i) Gesture i (j) Gesture j 
  

(k) Gesture k (l) Gesture l (m) Gesture m   

Figure 8. Designed hand gestures. 
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Table 3. Number of the pictures of each module for training, test, and validation sets. 

 a b c d e f g h i j k l m Total

Training set 130 129 130 129 130 130 130 129 129 129 131 132 132 1,690

Test set 43 43 43 43 43 44 43 43 43 43 43 44 44 562

Validation set 43 43 43 43 43 44 43 43 43 43 44 44 44 563

Total 216 215 216 215 216 218 216 215 215 215 218 220 220 2,815

4.3. Results of hand gesture recognition  

The output of the algorithm provides the probabilities for each class. We examine the 

probabilities and assume that the class corresponds to the highest probability for test 

purposes. Figure 9 shows some recognition results of hand gestures. Probabilities 

corresponding to the detection of each hand gesture type are presented in histograms. Table 

4 lists the results of the two examples in Figure 9 in detail. The confusion matrix is presented 

in Table 5. 

(a) (b) 

Figure 9. Examples of recognition results of hand gestures. 

Table 4. Results of the examples shown in Figure 9. 

 a b c d e f g h i j k l m Result 

a 0 0 0.8 0.2 0 0 0 0 0 0 0 0 0 c 

b 0 0 0 0 0 0 0 0 
0.0
5 

0.1 0.65 0.2 0 k 

Table 5. Confusion matrix. 

Predicted 
Condition 

True 
Condition 

a b c d e f g h i j k l m 

a 42 1 0 0 0 0 0 0 0 0 0 0 0 

b 1 41 1 0 0 0 0 0 0 0 0 0 0 
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Table 5. Cont. 

Predicted 
Condition 

True 
Condition 

a b c d e f g h i j k l m 

c 0 0 39 1 3 0 0 0 0 0 0 0 0 

d 0 0 2 41 0 0 0 0 0 0 0 0 0 

e 0 0 0 0 41 0 0 0 2 0 0 0 0 

f 0 0 0 0 2 42 0 0 0 0 0 0 0 

g 0 0 0 0 0 0 43 0 0 0 0 0 0 

h 0 0 0 0 0 0 1 42 0 0 0 0 0 

i 0 0 0 0 1 0 0 0 42 0 0 0 0 

j 0 0 0 0 0 0 0 0 0 43 0 0 0 

k 0 0 0 0 0 0 0 0 0 1 42 0 0 

l 0 0 0 0 0 0 0 0 0 0 0 44 0 

m 0 0 0 0 0 0 0 0 0 0 0 0 44 

Precision and recall are used to evaluate the performance of the recognition algorithm of 

hand gestures. Precision is the proportion of examples classified as positive. Recall is the 

proportion of examples correctly classified and labeled as positive. Both metrics can measure 

the recognition capability as follows: 

Precision ൌ ୘୔

୘୔ା୊୔
                                                              (7) 

Recall ൌ ୘୔

୘୔ା୊୒
                                                                (8) 

Accuracy is the number of examples divided by the number of correctly classified 

examples. The error rate describes the proportion of misclassification. Both metrics are 

expressed as follows: 

		Accuracy ൌ ୘୔ା୘୒

୘୔ା୘୒ା୊୔ା୊୒
                                                    (9) 

Error ൌ ୊୔ା୊୒

୘୔ା୘୒ା୊୔ା୊୒
                                                     (10) 

Fஒ-score is the combination of precision and recall and expressed as follows: 

Fஒ ൌ
൫ଵାஒమ൯∙୔୰ୣୡ୧ୱ୧୭୬∙ୖୣୡୟ୪୪

ஒమ∙୔୰ୣୡ୧ୱ୧୭୬ାୖୣୡୟ୪୪
                                                   (11) 

The value of β demonstrates different weights of recall and precision. If β ൐ 1, then 

precision has more weight; if β ൏ 1, then recall has more weight. We choose β ൌ 1 in this 

study, and Fଵ-score is expressed as follows: 

F1ൌ
2∙Precision∙Recall

Precision൅Recall
ൌ 2TP

2TP൅FN൅FP
                                           (12) 

The precision, recall, accuracy, error, and ܨଵ-score of each class is listed in Table 6. The 

accuracy result shows satisfactory performance.  
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Table 6. Precision, recall, accuracy, error, and ܨଵ-score of each class. 

 Precision (%) Recall (%) Accuracy (%) Error (%) ࡲ૚-score (%) 

Gesture a 97.67% 97.67% 99.64% 0.36% 97.67% 

Gesture b 97.62% 95.35% 99.47% 0.53% 96.47% 

Gesture c 92.86% 90.70% 98.75% 1.25% 91.76% 

Gesture d 97.62% 95.35% 99.47% 0.53% 96.47% 

Gesture e 87.23% 95.35% 98.58% 1.42% 91.11% 

Gesture f 100.00% 95.45% 99.64% 0.36% 97.67% 

Gesture g 97.73% 100.00% 99.82% 0.18% 98.85% 

Gesture h 100.00% 97.67% 99.82% 0.18% 98.82% 

Gesture i 95.45% 97.67% 99.47% 0.53% 96.55% 

Gesture j 97.73% 100.00% 99.82% 0.18% 98.85% 

Gesture k 100.00% 97.67% 99.82% 0.18% 98.82% 

Gesture l 100.00% 100.00% 100.00% 0.00% 100.00% 

Gesture 
m 

100.00% 100.00% 100.00% 0.00% 100.00% 

Average 97.22% 97.15% 99.56% 0.44% 97.16% 

4.4. Teleoperation control of the robotic arm 

This experiment aims to simulate the prefabrication assembly process using ABB IRB 6700 

based on teleoperation control. The robotic arm must carry and transfer the dome from its 

original location to the target location to ensure that the prefabrication assembly process can 

be simulated. The end effector of the robotic arm was first changed to a hook to catch the 

dome, as shown in Figure 10. A student was assigned to be the chief operator to control the 

robotic arm and complete the experiment smoothly. The student first used hand gestures to 

adjust the location of the robotic arm for operating convenience. Considering the instability 

of the dome when the robotic arm lifted it, we used three ropes to secure the dome and asked 

two students to help lift the dome until it was stable. After the hook caught the dome, the 

operator continued to control the robotic arm with hand gestures and moved the prefabricated 

component to the designated place. During the assembly process, the angle of each axis was 

continuously adjusted until the robotic arm successfully reached the target location. The 

working range was tested many times to avoid unsafe factors during the prefabricated 

assembly process. The entire hand gesture controlling process continued until the structure 

was finished. The robot implemented a prefabrication assembly dome in this experiment. We 

tested the entire process many times, and Figure 11 shows one of the experiments we 

recorded. The overall process of the task is described as follows: 

Step 1: The operator was required to stand approximately 3 m 

away from the robotic arm. 
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Step 2: After switching the controlling cabinet on, the operator 

performed Gestures f and b to test the moving flexibility of the 

robotic arm.  

Step 3: The direction of the robotic arm was adjusted to an 

appropriate location using the defined hand gestures as 

preparation for the experiment. 

Step 4: With the help of assistants, the operator performed 

corresponding gestures to control the robotic arm movements 

and connect the dome and the hook. 

Step 5: The operator instructed the robot to return to its initial 

place at the end of the teleoperation control experiment. 

A series of hand gestures was performed to complete the prefabrication assembly 

process. The general sequence of gestures is “6-13-2-13-3-13-6-13-5-13.” During the entire 

process, the robotic arm cannot reach the designated location. The pseudocode of the entire 

process is presented in Table 7. With the help of two assistants, one provides the gesture 

commands and one ensures the safety of the experimental operations. Due to the relatively 

large number of gesture types, the assistants needed to be trained in certain operations before 

the experiment. The entire experiment lasted about an hour to realize the robotic arm within 

its working range. The experiment realized the prefabricated assembly of the dome through 

a variety of moving paths, and initially verified the operation efficiency and execution 

accuracy of the experiment. 

 

Figure 10. Equipment on the robotic arm. 
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Figure 11. Prefabrication assembly process based on teleoperation control. 

Table 7. Pseudocode of the prefabrication assembly process. 

Prefabrication assembly process 

Input: number of robotic arm movement ݊଴=4, designated location ଴ܶ, ଵܶ, ……, ௡ܶబ, error threshold ߠ௥ 

Output: times଴, timesଵ, ……, times୬బ, prefabrication assembly product 

1: 

2: 

3: 

4: 

5: 

6: 

7: 

8: 

9: 

10: 

11: 

12: 

for i=0; i<݊଴; i++ do 

if i=0 then 

IndCMove MecUnit,3,-20\Ramp=50 

if i=1 then 

IndCMove MecUnit,1,-20\Ramp=50 

if i=2 then 

IndCMove MecUnit,2,20\Ramp=50 

if i=3 then 

IndCMove MecUnit,3,-20\Ramp=50 

if i=4 then 

IndCMove MecUnit,3,20\Ramp=50 

record location ௜ܵ 

13: Error=ฮ పܶ పܵሬሬሬሬሬሬԦฮ
ଶ
 

14: 

15: 

16: 

17: 

18: 

19: 

20: 

21: 

22: 

while (Error≥ߠ௥ሻ do 

for ݏ݁݉݅ݐ௜=1; ݏ݁݉݅ݐ௜<10; ݏ݁݉݅ݐ௜++ do 

adjust the robotic arm 

record location ௜ܵ 

calculate Error 

end for 

end while 

pause (t) 

end for 
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5. Discussion 

Thirteen gestures were individually recognized in the test set. The accuracy of each gesture 

is 99.64%, 99.47%, 98.75%, 99.47%, 98.58%, 99.64%, 99.82%, 99.82%, 99.47%, 99.82%, 

99.82%, 100.00%, 100.00% (Table 6). Gestures l and m were the most accurate, while 

Gesture c was the least accurate. Some gestures are confusing. Figure 12 shows a partial 

misprediction during recognition training. Probabilities corresponding to the detection of 

gestures are presented in Table 8.  
 

(a) (b) 

Figure 12. Mispredicted images. 

Table 8. Probabilities corresponding to hand gesture detection in Figure 12. 

 a b c d e f g h i j k l m Prediction Truth 

a 0 0 0.6 0.3 0.05 0.05 0 0 0 0 0 0 0 c d 

b 0 0 0.05 0 0 0.4 0.05 0.1 0.3 0.05 0 0 0.05 f i 

The final recognition accuracy in this study was 99.56%, which may not be the optimal 

result. Many factors, including some subjective and objective factors, affect accuracy. The 

results may improve when the quality of the dataset is enhanced or parameters are reset. 

Subjective factors typically refer to the quality and quantity of hand gesture images. In terms 

of the quality of hand gesture images, some gestures were not expressed properly during data 

collection and the recognition algorithm had difficulty in recognizing the real meaning of 

gestures. For example, index and middle fingers were excessively close together when they 

should have been separate or far apart when they should have been close together. The 

shooting direction also affects recognition results. As shown in Figure 13, the index finger 

nearly overlaps the middle finger. The clarity of the gesture may lead to different recognition 

results. Low accuracy may also be due to the unlabeled dataset we used and complex 

backgrounds of gestures that led to the inefficient recognition of the algorithm. In terms of 

the quantity of hand gesture images, 2815 images were applied to accomplish this 
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experiment. The large number of images allows the network to discover additional details for 

each gesture, avoid mispredictions, and improve recognition results. 

 

Figure 13. Gesture images taken from different directions. 

Apart from subjective factors, objective factors will also affect recognition accuracy. The 

beginning of the algorithm is the transfer learning process shown in Figure 14. The transfer 

part demonstrated poor performance when the epoch was set to 5, and the curve in the graph 

first increased but decreased when it reached the peak. Although the direction of the curve 

may change when the epoch increases, the fine-tuning part will determine the final result, 

which is used to improve the recognition accuracy. However, nontrainable layers are 

uncertain; the accuracy increases with the increasing number of training layers and vice versa. 

The epoch at this time can ensure the recognition accuracy. Several attempts are necessary 

to obtain the appropriate value of parameters. After adjusting the number of epochs and 

nontrainable layers, the accuracy of the proposed method “Xception + transfer learning” 

(Xception + TL) reached 99.56%. Red and green lines denote the accuracy of validation and 

training sets, respectively. 

 

Figure 14. Transfer learning process. 



Smart Constr.  Article 

  22

During the experiment, there were cases where the operator could not control the 

movement accuracy of the robotic arm. This was mainly due to the fact that the robotic arm 

usually could not reach the specified position during the assembly process, and the commands 

had to be repeated at each step. When the robotic arm moved faster than expected at times, 

the operator had to execute the opposite command. Currently, the target point of the robotic 

arm is observed by the human eye. Due to the small size of the experimental setup, the 

prefabricated assembly movements are complicated. However, for lifting activities in 

construction scenarios, the execution accuracy is relatively less demanding than in laboratory 

scenarios. In order to improve the execution accuracy, it is necessary to obtain the feedback 

data through the sensors on the robotic arm and dynamically adjust the relevant operation 

posture to avoid human error. By improving the above limitations, the human-computer 

interaction-based robotic arm remote lifting technology will effectively improve the safety 

and construction accuracy at the construction site. 

6. Conclusion 

A human–machine interaction controlling system for teleoperation of robotic arms in 

prefabrication assembly is described in this study. DCNN with Xception architecture was 

used to recognize 13 different hand gesture types in the prefabrication assembly process and 

control the robotic arm ABB IRB 6700-235/2.65 in the laboratory setting. This system 

provides safety and convenience to operators in construction sites. An algorithm for 

controlling a robotic arm based on human–machine interaction and a prefabrication assembly 

method using a robotic arm were put forward in this study. The proposed system 

demonstrates satisfactory performance, and the developed algorithm can be used for 

teleoperation of robotic arms in prefabrication assembly to provide feasible support in 

prefabricated construction. The developed method can also be applied in hoisting works. 

The limitations of this study are presented as follows. The initial design in this study was 

to implement a teleoperation control system for prefabrication assembly in construction sites. 

However, the complex environment of construction sites poses a challenge because the 

robotic arm is required to implement assembly tasks from a remote place. The operating room 

is set within the construction site at a proper distance from the robotic arm to ensure that the 

signal is strong. The signal intensity of the teleoperation system must be discussed in future 

investigations. Complex site environments may also affect the accuracy of gesture-based 

remote control. As an inevitable factor, shaking of the robotic arm in construction sites must 

be considered. The object being assembled is impossible to remain motionless during the 

operation of the robotic arm. The movement of the object to a certain direction can bring 

remarkable challenges to the prefabrication assembly. Research on the controlling system for 

teleoperation of robotic arms in prefabrication assembly continues despite the many 

difficulties and challenges. This study attempted to implement the teleoperation control of a 

robotic arm to supplement the prefabrication assembly in fabricated construction projects in 

complex and extreme environments, such as the moon, Mars, and polar regions. In addition, 

the method has some limitations, such as the operating range is restricted due to the 
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constraints of the test site and equipment. In addition, the acquisition of photo material is 

prone to receive interference from strong sunlight. 

Future investigations will include but not be limited to improving the dataset, 

information transmission, and the algorithm used in this study. A total of 2815 images were 

collected for training and testing the recognition algorithm. Although transfer learning 

requires a small dataset, the images are still insufficient. Therefore, additional images must 

be collected to improve accuracy. Meanwhile, the image quality is also an important factor 

that influences the result. The experiment implemented in this study was conducted in the 

laboratory, and communication between the robotic arm and the operator through a wire 

limits the operating distance to some extent. 5G can be used in information transmission 

during teleoperation. 5G communication can increase the transmission speed and shorten the 

reaction time when the robotic arm is commanded to move. Some hazardous environments 

have remarkably longer distances of teleoperation than the laboratory. The use of 5G 

technology will simplify the control of robotic arms and the use of robots will make the 

presence of humans in dangerous construction sites unnecessary. The “Xception + TF” 

method is implemented in this study. The robustness of the algorithm can be strengthened in 

future investigations. The algorithm can be improved to strengthen its ability to resist 

disturbance because hand gestures can sometimes be inaccurate.  
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