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Abstract: This paper addresses the growing concern of workplace mental illness, impacting 

productivity and organizational well-being. Employing machine learning, a classification 

method is developed to assess the likelihood of mental illness among employees. The study 

encompasses comprehensive mental health analysis and risk factor identification. Data 

retrieval and preprocessing yield crucial mental health insights. Machine learning methods 

including Logistic Regression, Decision Tree, and Random Forest are utilised to train a 

classification model. Recursive Feature Elimination (RFE) enhances model performance by 

selecting impactful features. Among models, Random Forest achieved 84.10% accuracy. 

RFE is applied, comparing Feature Sets 1, 2, and 3, with Feature Set 3 exhibited the highest 

accuracy at 84.19%. This highlights the potency of Feature Set 3 in enhancing the accuracy 

of Random Forest by 0.09%. The results highlight the effectiveness of the classification 

method in assessing the risk of mental illness. Implementing this approach can enable 

organizations to address mental health concerns, elevating productivity and well-being 

proactively. The study concludes by proposing real-world applications and emphasizing the 

method's potential for workplace mental health improvement. 
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1. Introduction 

This paper addresses the crucial issue of mental health and its impact on employees 

worldwide. Mental health plays a vital role in emotional and psychological well-being, 

affecting actions, behaviors, and feelings. Unfortunately, the neglect of mental health can 

lead to serious conditions, such as mental illness, which affects ability of individuals to 

perform effectively at work and may result in severe consequences. As we know, every 

employee is entitled to a safe and healthy work environment. A quality job, a means of 

support, and a sense of assurance, purpose, and accomplishment all contribute to good mental 
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health [1]. The main objective of this project is to classify the risk of mental illness among 

employees using machine learning models, specifically Logistic Regression, Random Forest, 

and Decision Tree. To enhance the classification performance, the Recursive Feature 

Elimination (RFE) approach is implemented as a feature selection method. The study also 

involves the development of a dashboard to visualize the mental health risk among employees 

in the IT/Technology field. The significance of this project lies in its potential to aid mental 

health departments in identifying patients with a higher risk of severe mental illness more 

efficiently and helping employers recognize mental health risk of their employees in the 

workplace. By providing early intervention and support, this classification can contribute to 

better mental health outcomes and create a safer and healthier work environment for employees. 

2. Mental health risk factors 

Mental illness risk factors in this paper explores the various aspects that contribute to the 

development of mental health issues among employees in the workplace. Mental health plays 

a vital role in self-awareness, daily problem-solving, and overall well-being, impacting 

ability of someone to function effectively in a community. However, if not addressed 

properly, mental health concerns can progress to mental illness. Several specific risk factors 

increase the likelihood of employees developing mental disorders over time, and these factors 

are crucial for understanding and addressing mental health issues in the workplace. 

Among the risk factors, pre-existing mental conditions are significant contributors to 

mental illness risk. Family history and background play a role, as individuals with a family 

history of mental illness have a higher risk of experiencing similar conditions [2]. Diagnosed 

mental conditions also increase vulnerability, as employees may face burnout, decreased job 

satisfaction, and social isolation due to mental health challenges [3]. Demographic factors 

such as age, gender, and country of residence also play a role [4]. It also shown that there are 

substantial variations between female and male patients with mental illness who are at higher 

risk of developing a mental illness [5]. Young adults are statistically more likely to 

experience mental illness, and gender differences exist in the types of mental illnesses 

individuals are prone to [6]. Additionally, countries with high rates of mental illness may 

have a lower emphasis on physical activity and overall mental health awareness [7]. 

Employment-related risk factors include high working hours, particularly for employees 

under employers, leading to burnout and dissatisfaction [8]. The technology and IT industry, 

known for high-pressure work environments, shows a high prevalence of mental health issues 

among employees. Furthermore, the lack of a robust mental health support system in the 

workplace, coupled with inadequate communication and low social support, can contribute 

to the development and exacerbation of mental health issues among employees [9]. In order 

to create a healthier work environment, it is crucial for employers to understand and address 

these risk factors. This can be achieved by implementing appropriate mental health support 

systems, promoting open communication, and offering social support to employees [10]. 

Early detection and prevention measures can help identify employees at higher risk and 

provide timely interventions to support their mental well-being. By addressing the various 
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risk factors, workplaces can foster a positive and supportive environment that prioritizes 

mental health, leading to improved well-being and productivity among employees. 

3. Machine learning on mental health risk  

The application of machine learning techniques are explored to identify and classify the risk 

factors of mental illness among employees. The three machine learning algorithms used for 

this classification task are Decision Trees, Logistic Regression, and Random Forest. 

Supervised machine learning is employed for classifying the workplace mental health risk 

among employees, as it utilizes labeled training data to uncover patterns and connections. 

The classification models, such as Logistic Regression, Decision Tree, and Random Forest, 

make predictions and assign labels to new instances based on the patterns learned from the 

labeled data. Logistic Regression is primarily used to predict the likelihood of a binary event 

occurring, such as "Yes" or "No" [11]. It can also be applied to datasets with more than two 

sets of variables. This algorithm is effective for classifying mental illness risk among 

employees and offers a straightforward probabilistic viewpoint on class predictions. The 

formula for the Logistic Regression hypothesis is used to calculate the probability that the 

target variable y would be 1, given the input features x. Random Forest is an ensemble 

machine learning framework that combines multiple decision trees to produce precise 

predictions. It handles datasets with both continuous and categorical variables, making it 

suitable for classification tasks [12]. The Random Forest model is well-suited for identifying 

complex interactions between features and can spot correlations and non-linear patterns that 

simpler models might miss. Decision Trees are supervised learning algorithms used in 

regression and classification problems. They represent a tree structure, with nodes 

representing attribute-based questions, edges for the responses, and leaves for the final class 

label [13]. Decision Trees are effective for understanding and displaying nonlinear data 

patterns, and they are efficient for analyzing exploratory data. They offer the advantage of 

ignoring or excluding unimportant parts of data and allow the selection of branches for more 

precise classification. In conclusion, the application of machine learning algorithms such as 

Decision Trees, Logistic Regression, and Random Forest holds great potential in identifying 

and classifying the risk factors of mental illness among employees. These techniques can 

uncover patterns and relationships within the dataset, leading to effective prediction and 

classification of mental health risks. By understanding the features and equations of each 

algorithm, researchers can develop accurate models to assess mental illness risk and support 

the well-being of employees in the workplace. 

4. Research methodology  

This paper is described in this study to accomplish its goals and objectives. The research 

technique and process flow are presented, aiming to select the most appropriate machine 

learning algorithms for classifying the risk of mental illness. The chosen methodologies 

depend on the type of study conducted and the classification tasks required. The research 

framework, illustrated in Figure 1, serves as a roadmap for the successful completion of the 
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entire process and achieving purpose and objectives of the study. It begins with problem 

formulation, defining the problem description, project aims, objectives, and scopes. The 

subsequent stage involves conducting a literature review to gain insights into the risk factors 

affecting mental illness among employees. The literature review utilizes keywords from 

various sources, such as postgraduate theses, IEEE Xplore, Google Scholar, and others, to 

understand and investigate the problem comprehensively. Data preparation follows, which 

includes retrieving data from open-source dataset websites like Kaggle and performing data 

cleansing, reduction, and transformation. Data visualization is then carried out through 

exploratory data analysis and dashboard design and development. This phase focuses on 

graphical representations to present patterns, trends, and insights for easier comprehension 

and interpretation by the audience. The model training phase utilizes three machine learning 

algorithms: Decision Trees, Random Forest, and Logistic Regression. The data is split into 

target and feature variables, and encoding is applied to prepare the data for training. The three 

classifiers are then trained on the cleaned dataset. 

 

Figure 1. Framework diagram of research methodology. 

The model evaluation is performed by displaying the classification report, including 

accuracy, f1-score, precision, and recall scores. The classifier with the highest accuracy is 

selected for further research. In the model enhancement with Feature Selection phase, the 

model performance is improved using Recursive Feature Elimination. This step aims to 

identify the best combination of features that yield the highest accuracy and the smallest error 

value, validated by K-Fold cross-validation. The comparisons between methodologies, set 

features, and overall project results are analyzed during the result and analysis phase. The 

results of the project, including the performance of the applied machine learning models and 

the enhancement achieved through Feature Selection, are summarized. Finally, the 

recommendation and conclusion phase conclude the research, providing recommendations 

for future works in the field of mental illness among employees. The Gantt chart provided 
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offers a visual representation of the project planning timeline. Overall, this research 

methodology allows for a comprehensive investigation of the mental health risk among 

employees using machine learning algorithms and data analysis techniques. 

5. Model development 

Model development focuses on presenting the initial findings of the project, including 

exploratory data analysis and data pre-processing. It discusses the results obtained from these 

initial findings and their relevance in evaluating the data. This phase also highlights the 

importance of descriptive analysis and how it aids in understanding the data. 

The data preparation process involved two main tasks: data retrieval and data pre-

processing. The dataset was retrieved from Kaggle and underwent data cleaning, reduction, 

and transformation using Python scripts. This resulted in an optimized dataset ready for 

analysis. Data cleaning ensured data correctness and integrity by handling missing values, 

outliers, and irregularities. Data reduction techniques, such as feature selection, were used to 

simplify the dataset for analysis, highlighting the most relevant characteristics. Data 

transformation involved subjecting the data to mathematical or statistical modifications, 

ensuring all features were on the same scale and ready for analysis. These steps improved the 

accuracy and reliability of our conclusions. The dimensionality of the dataset was reduced 

using feature selection methods, which improved computational efficiency and helped avoid 

overfitting.  

The data retrieval process involved collecting data from a survey on employee mental 

health in IT/Technology organizations from Kaggle. However, the raw data required cleaning 

and reduction due to missing data and unrelated information in some columns. The data pre-

processing steps, performed using Python, included data cleaning, reduction, and 

transformation to ensure the data was suitable for machine learning algorithms. 

Data reduction was done to focus on the most significant columns for the project, 

resulting in a dataset with 29 features. Additionally, a new ‘year’ column was created to 

distinguish data from different years, allowing the merging of the datasets. After that, the 

column ‘year’ is being dropped as it may lead to bias results because majority of the data are 

from the year of 2016. Next, in data transformation, as shown below in Figure 2, it shows the 

29 features after undergoing data cleaning steps which then saved into a .csv file for further 

use on the next steps for this study.  

Descriptive analysis provided a detailed insight into the dataset. Information about data 

types and missing values was examined, and charts and graphs were used for data 

visualization. Notably, age and gender distributions, countries with the highest number of 

respondents diagnosed with mental illness, and trends related to self-employment and mental 

illness were analyzed. Predictive analysis was conducted using various machine learning 

models to classify mental health conditions. The selected model was enhanced through 

feature selection using Recursive Feature Elimination (RFE). Cross-validation was employed 

to assess the performance of the model. Finally, a dashboard was designed using Microsoft 

Power B.I., featuring different pages for an overview, age, gender, countries, employment, 
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mental condition, mental health support systems, and conclusions. The dashboard allowed 

audiences to explore and gain insights into workplace mental health based on the dataset. The 

exploratory data analysis, data pre-processing, predictive analysis, and visualizations offer 

valuable insights into employee mental health in IT/Technology organizations, aiding in 

decision-making and further research. 

 

Figure 2. Features after data cleaning. 

In conclusion, this phase presented the research methodology, data preparation, model 

classification, and model enhancement results. Other than that, the recommended feature set 

for better prediction of mental illness risk among employees also highlighted in this study.  

6. Results 

The results of this study are presented focuses on the classification of mental illness risk 

among employees using machine learning techniques. After model training, feature selection 

was performed to enhance model performance, interpretability, and explainability. By 

selecting a subset of the most relevant features, this study gained better insights into the 

behavior of the model and its relationship with the target variable.  

Following the data preparation and feature selection, then proceeded with the model 

classification using three classifiers: Logistic Regression, Decision Tree, and Random Forest. 

Based on the accuracy results, the Random Forest classifier outperformed the other two, 

achieving an accuracy of 84.10% as shown in Table 1. 

Consequently, Random Forest are selected for further enhancement with feature 

selection since it performs the highest accuracy. In the next step of model enhancement, this 

study then employed the Recursive Feature Elimination (RFE) approach on feature selection. 

Each classifier (Logistic Regression, Decision Tree, and Random Forest) selected its own set 
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of features, resulting in 14 different combinations in total. After model training with the 

selected features, its performance metrics are being evaluated. Random Forest with Feature 

Set 3 showed the highest accuracy of 84.19%, followed by Logistic Regression and Decision 

Tree as shown in Table 2. Additionally, K-Fold cross-validation was used to calculate the 

smallest mean error and highest average accuracy scores. Feature set of Decision Tree 

achieved the smallest mean error of 14.91% as displayed in Table 3, while feature set of 

Random Forest obtained the highest average accuracy of 85.23% as shown in Table 4. Based 

on the overall results and performance evaluation, based on the results the Feature Set 3 

showed in Table 5 as the recommended as it has the best set of features for enhancing model 

performance. This feature set included 14 variables that contributed significantly to 

predicting mental illness risk among employees. 

Table 1. Machine learning model accuracy. 

ML model Accuracy (%) 

Logistic regression 83.97 

Decision tree 83.63 

Random forest  84.10 

Table 2. Machine learning set features accuracy. 

ML model Accuracy (%) 

Feature set 1 83.52 

Feature set 2 75.73 

Feature set 3 84.19 

Table 3. Smallest mean error score by feature set (K-Fold cross validation). 

Feature set SME (%) 

Feature set 1 15.58 

Feature set 2 14.91 

Feature set 3 15.01 

Table 4. Average accuracy score by feature set (K-Fold cross validation). 

Feature set Accuracy (%)  

Feature set 1 84.18 

Feature set 2 84.89 

Feature set 3 85.23 
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Table 5. Feature set 3. 

No. Feature variables 

1. total_employees 

2. mental_medical_leave 

3. discuss_mental_supervisor 

4. share_friends_family_mental 

5. negative_individual_mental_workplace 

6. history_mental 

7. find_treatment_health 

8. mental_treatment_effective 

9. mental_treatment_not_effective 

10. age 

11. country 

12. state 

13. work_country 

14. US_state 

Based on the results compared on the accuracy score of using model classifiers of 

Logistic Regression, Decision Tree and Random Forest with the accuracy score for Random 

Forest with feature selection, it is identified that the performance of Random Forest accuracy 

is increased by 0.09% by using feature selection, which is by using Recursive Feature 

Elimination (RFE) method.  

Random Forest outperformed other machine learning models like Logistic Regression 

and Decision Tree in this study for classifying mental illness risk among employees. The 

ensemble nature of Random Forest, where multiple decision trees are combined, reduced the 

risk of overfitting and improved overall accuracy. Additionally, the ability of Random Forest 

to handle non-linear relationships between features and the target variable allowed it to 

capture complex patterns in the data effectively. The feature importance analysis of model 

helped identify the most relevant features for classification, enhancing its performance. 

Moreover, robustness of Random Forest to noisy data and ability to handle missing values 

and outliers saved time and effort. The ensemble approach and feature selection capabilities 

of Random Forest contributed to its superior performance, making it a suitable choice for this 

classification task. However, the selection of the best model should consider the specific 

characteristics and research objectives of the dataset. 

7. Conclusion 

In conclusion, this study successfully classified mental illness risk among employees using 

various machine learning techniques. The implemented models, including Logistic 

Regression, Random Forest, and Decision Tree, demonstrated promising results, offering an 

efficient and cost-effective tool for future company use. The feature selection approach, RFE, 

further enhanced the classification performance, with Random Forest and its selected features 

showing the best accuracy. However, data limitations and the presence of unidentified values 



Proc. Comput. Sci.  Article 

 9 

may have influenced the performance of the model. For future work, attentive feature 

engineering and incorporating data from multiple sources could further increase 

classification capabilities of the study. The contributions of this research lie in its 

implementation of machine learning in mental health illness risk classification, encouraging 

employers to prioritize employee well-being. Overall, this study plays a significant role in 

advancing mental health support and understanding within work environments. 
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